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#### Abstract

We present a new numerical algorithm combining the dual reciprocity method with the dual interpolation boundary face method for solving the two-dimensional Poisson equations. In this new combined approach, the boundary physical variables and particular solutions are approximated by dual interpolation elements which include source and virtual points. Additionally, this algorithm is implemented by employing the augmented thin plate spline interpolation function to approximate non-homogeneous term and the Hermite-type moving-least-square approximation to approximate physical variables for virtual nodes. Compared with the traditional dual reciprocity boundary element method, this combined method possesses higher accuracy and efficiency and is better suited for structures with small feature sizes. Several numerical examples are given to illustrate the superiority of the proposed method for solving Poisson equations.


## 1. Introduction

The boundary element method (BEM) is a well-established numerical technique for solving various scientific and engineering problems [1-5]. In early times, the BEM applications always needed a requirement that a fundamental solution for the problem had to be available. Otherwise, domain integrals existed in the formulation of the boundary integral equation and the internal cells had to be required [6]. In order to avoid the problems mentioned above, Nardini and Brebbia [7] firstly introduced the dual reciprocity method (DRM) which was also called as the dual reciprocity boundary element method (DRBEM), and this method has been developed by many researchers to solve various physical problems [8-10].

The DRM became a popular method for extending the boundary element method to solve non-homogeneous partial differential equations, often referred to as Poisson equations. In this method, the nonhomogeneous term is approximated by a set of radial basis functions (RBFs) defined at the specified boundary and internal nodes. There are several suitable RBFs to be used in DRM. The adhoc choice $1+r$ proposed by Brebbia and Nardini was almost exclusively used in the early literature. Then, following the articles by Golberg and Chen [11], the thin plate spline (TPS), augmented thin plate spline (ATPS) and multiquadrics (MQs) [12, 13] were increasingly used. Furthermore, the other choices were the Gaussians and higher order splines [14]. However, for a large number of interpolation points, the resulting matrixes for inter-
polation obtained by those classic functions were dense and highly illconditioned [15]. Thus, the compactly supported radial basis functions (CS-RBFs) were proposed [16]. The accurate approximation by RBFs of non-homogeneous term improves the accuracy and efficiency of the DRM. Moreover, if we use the discontinuous elements to implement the DRBEM, many numbers of elements will be required to obtain satisfactory results, because of the low interpolation accuracy of discontinuous elements.

The recently proposed dual interpolation boundary face method (DiBFM) [17-21] has been demonstrated the higher accuracy and efficiency, compared with the traditional boundary element method. Those advantages are mainly based on two reasons: (i) Compared with conventional discontinuous elements, the dual interpolation elements in DiBFM improve the interpolation accuracy by two orders; (ii) The DiBFM eliminated geometry error since the integrand quantities are calculated directly from the curves rather than from elements [22]. Moreover, the method used in the second-layer interpolation plays an important role in the DiBFM. In the recent DiBFM literatures, there are three kinds of second-layer interpolation methods, as referred to expending element method [17], moving least-squares (MLS) approximation [18] and Hermite-type moving least-squares (HMLS) approximation [20, 21]. So this provides a way to apply the dual interpolation method to implement the DRM.

In this paper, we present a new numerical approach by combining the DRM with the dual interpolation boundary face method for solving

[^0]https://doi.org/10.1016/j.enganabound.2020.09.004
Received 6 March 2020; Received in revised form 24 July 2020; Accepted 2 September 2020
Available online 15 September 2020
0955-7997/© 2020 Elsevier Ltd. All rights reserved.

Poisson equations. In this new combined algorithm, the boundary physical variables and particular solutions are approximated by dual interpolation elements. In addition, it should be mentioned that we use the ATPS interpolation function to approximate the inhomogeneous term for its advantages pointed in literature [13]: (i) the interpolation matrix is always non-singular; (ii) under uniform mesh refinement the convergence rate is of order ( $h^{4}$ ), $h$ being the mesh spacing; (iii) the interpolation is exact for a constant or a linear function of the position variables. Furthermore, the HMLS approximation is employed to approximate the physical variables for virtual nodes, since it is suited to solve for structures having small feature sizes, such as short edges and small chamfers [20, 21]. Therefore, compared with the traditional DRBEM, this new combined method largely improves the accuracy and efficiency and is also suited for structures with small feature sizes.

The article is divided into six Sections. In Section 2, we introduce the dual reciprocity method for the Poisson equation and radial basis functions in DRM. In Section 3, we describe the dual interpolation method with Hermite-type moving least-squares approximation. In Section 4, we present the DRM combined with dual interpolation boundary face method for Poisson equation. In Section 5, the results of several numerical examples are given to illustrate the superiority of the proposed method. We close with some discussions and conclusions.

## 2. The dual reciprocity method for the Poisson equation

In this section, we introduce the dual reciprocity method for the Poisson equation. Considering the following equation:

$$
\begin{array}{cl}
\nabla^{2} u=b(x, y), & \forall \mathbf{x} \in \Omega \\
u=\bar{u}, & \forall \mathbf{x} \in \Gamma_{u}  \tag{1}\\
q=\frac{\partial u}{\partial n}=\bar{q}, & \forall \mathbf{x} \in \Gamma_{q}
\end{array}
$$

where the domain $\Omega$ is enclosed by the boundary $\Gamma=\Gamma_{u}+\Gamma_{q}, b(x, y)$ is the source term assumed to be a known function, $\bar{u}$ and $\bar{q}$ are the prescribed values of the potential and normal flux on the boundaries $\Gamma_{u}$ and $\Gamma_{q}$, respectively, and $n$ is the outward normal of the boundary $\Gamma$.

By applying the Green's integral formula, Eq. (1) can be transformed into the following integral form:

$$
\begin{align*}
& c(P) u(P)+\int_{\Gamma} q^{*}(P, Q) u(Q) d \Gamma(Q)-\int_{\Gamma} u^{*}(P, Q) q(Q) d \Gamma(Q) \\
& =\int_{\Omega} u^{*}(P, q) b(q) d \Omega(q) \tag{2}
\end{align*}
$$

where $P$ and $Q$ are the boundary source and field point, $q$ is the inner field point, the constant $c(P)$ has value from 0 to 1 , being equal to $1 / 2$ for smooth boundaries and 1 for the internal source point, $u^{*}(P, Q)$ and $q^{*}(P, Q)$ are fundamental solutions of the Laplace equation, respectively. For the 2-D potential problems, $u^{*}(P, Q)$ and $q^{*}(P, Q)$ are given by:
$u^{*}(P, Q)=\frac{1}{2 \pi} \ln \left(\frac{1}{r(P, Q)}\right)$,
$q^{*}(P, Q)=\frac{\partial u^{*}(P, Q)}{\partial n(Q)}$,
where $r(P, Q)$ is the Euclidean distance between points $P$ and $Q$.

### 2.1. The dual reciprocity boundary element method

The basic idea of DRM is to expand the source term $b$ using the following approximation:
$b \simeq \sum_{n=1}^{N R} \alpha_{n} f\left(\xi_{n}, q\right)$,
where $f\left(\xi_{n}, q\right)$ are the radial basis functions (RBFs) defined at fixed collocation point $\xi_{n}$, and $\alpha_{n}$ are a set of initially unknown coefficients, $N R$ is the number of RBFs , respectively.

Table 1
Particular solutions corresponding to ATPS.

| $f$ | 1 | $x$ | $y$ | $r^{2} \ln r$ |
| :--- | :--- | :--- | :--- | :--- |
| $\hat{u}_{n}$ | $r^{2} / 4$ | $x^{3} / 6$ | $y^{3} / 6$ | $r^{4}(2 \ln r-1) / 32$ |
| $\hat{q}_{n}$ | $\frac{1}{2}\left(r_{x} n_{x}+r_{y} n_{y}\right)$ | $\frac{x^{2}}{2} n_{x}$ | $\frac{y^{2}}{2} n_{y}$ | $\frac{1}{16} r^{2}\left(r_{x} n_{x}+r_{y} n_{y}\right)(4 \ln r-1)$ |

where $r_{x}$ and $r_{y}$ are the projections of $r$ on the $x$ and $y$ axes, $n_{x}$ and $n_{y}$ are direction cosines refer to the outward normal at the boundary with respect to the $x$ and $y$ axes, respectively.

Applying the RBFs approximation to the source term $b$ and using the Green's formula again, Eq. (2) can be recast in terms of a series of boundary integrals as follows:

$$
\begin{aligned}
& c(P) u(P)+\int_{\Gamma} q^{*}(P, Q) u(Q) d \Gamma(Q)-\int_{\Gamma} u^{*}(P, Q) q(Q) d \Gamma(Q) \\
& =\sum_{n=1}^{N R} \alpha_{n}\left(c(P) \hat{u}_{n}(P)+\int_{\Gamma} q^{*}(P, Q) \hat{u}_{n}(Q) d \Gamma(Q)-\int_{\Gamma} u^{*}(P, Q) \hat{q}_{n}(Q) d \Gamma(Q \not\}_{2}\right)
\end{aligned}
$$

where $\hat{u}_{n}$ and $\hat{q}_{n}$ are the particular solutions according to the radial basis functions $f\left(\xi_{n}, q\right)$.

### 2.2. The radial basis functions in $D R M$

There are several choices in selecting RBF, such as the linear function $1+r$, thin plate spline (TPS) $r^{2} \ln r$, Gaussian $e^{-r^{2} / \beta^{2}}$ and multiquadrics $\beta^{2}+r^{2}$, where $\beta$ is a constant parameter. We defined the numbers of boundary and domain collocation points as $N_{B}$ and $N_{D}$ in the above RBFs, respectively, with $N R=N B+N D$. In this paper, we choose the augmented thin plate splines (ATPS), which combined thin plate splines and linear functions, to perform the DRM. Thus, $N R=N B+N D+3$, the interpolation matrix is always non-singular and the approximation of source term $b$ is formulated as
$b \simeq \sum_{n=1}^{N B+N D} \alpha_{n} r^{2}\left(\xi_{n}, q\right) \ln r\left(\xi_{n}, q\right)+\alpha_{N B+N D+1}+\alpha_{N B+N D+2} x+\alpha_{N B+N D+3}(, 7)$
To obtain all unknown coefficients, three additional equations are required
$\sum_{n=1}^{N B+N D} \alpha_{n}=\sum_{n=1}^{N B+N D} \alpha_{n} x_{n}=\sum_{n=1}^{N B+N D} \alpha_{n} y_{n}=0$,
where $\left(x_{n}, y_{n}\right)$ is the coordinates of the $n^{\text {th }}$ collocation point. The method is available in [13] to obtain all unknown interpolation coefficients $\alpha_{n}$, $n=1$ to $N R$.

The corresponding particular solutions are given as follows:
Table 1

## 3. Dual interpolation method with HMLS approximation

In this section, we introduce the first-layer interpolation for boundary variables and the second-layer interpolation for virtual nodes. In our implementation, the HMLS approximation is applied, because of its high accuracy and superiority in disposing the structures with small feature sizes.

### 3.1. First-layer interpolation for boundary variables

The 2D dual interpolation element shown in Fig. 1 is composed of source $\left(s_{i}\right)$ and virtual $\left(v_{i}\right)$ nodes. In Eq. (6), it should be highlighted that not only the physical variables $u$ and $q$ but also the particular solutions $\hat{u}_{n}$ and $\hat{q}_{n}$ on the boundary are approximated by dual interpolation element. Thus, the above boundary variables are approximated by firstlayer interpolation as follows:
$u(\xi)=\sum_{\alpha=1}^{n_{\alpha}} N_{\alpha}^{s}(\xi) u\left(Q_{\alpha}^{s}\right)+\sum_{\beta=1}^{n_{\beta}} N_{\beta}^{v}(\xi) u\left(Q_{\beta}^{v}\right)$,


Fig. 1. The 2D dual interpolation elements: (a) S1, (b) S2, and (c) S3.
$q(\xi)=\sum_{\alpha=1}^{n_{\alpha}} N_{\alpha}^{s}(\xi) q\left(Q_{\alpha}^{s}\right)+\sum_{\beta=1}^{n_{\beta}} N_{\beta}^{v}(\xi) q\left(Q_{\beta}^{v}\right)$,
$\hat{u}_{n}(\xi)=\sum_{\alpha=1}^{n_{\alpha}} N_{\alpha}^{s}(\xi) \hat{u}_{n}\left(Q_{\alpha}^{s}\right)+\sum_{\beta=1}^{n_{\beta}} N_{\beta}^{v}(\xi) \hat{u}_{n}\left(Q_{\beta}^{v}\right)$,
$\hat{q}_{n}(\xi)=\sum_{\alpha=1}^{n_{\alpha}} N_{\alpha}^{s}(\xi) \hat{q}_{n}\left(Q_{\alpha}^{s}\right)+\sum_{\beta=1}^{n_{\beta}} N_{\beta}^{v}(\xi) \hat{q}_{n}\left(Q_{\beta}^{v}\right)$,
where $n_{\alpha}$ and $n_{\beta}$ are the number of source and virtual nodes in the dual interpolation element, $N_{\alpha}^{s}(\xi), u\left(Q_{\alpha}^{s}\right), q\left(Q_{\alpha}^{s}\right), \hat{u}_{n}\left(Q_{\alpha}^{s}\right)$ and $\hat{q}_{n}\left(Q_{\alpha}^{s}\right)$ are the shape function, potential, normal flux and the values of $n^{\text {th }}$ particular solutions of the $\alpha^{\text {th }}$ source node in the dual interpolation element, and $N_{\beta}^{v}(\xi), u\left(Q_{\beta}^{v}\right), q\left(Q_{\beta}^{v}\right), \hat{u}_{n}\left(Q_{\beta}^{v}\right)$ and $\hat{q}_{n}\left(Q_{\beta}^{v}\right)$ are the shape function, potential, normal flux and the values of $n^{\text {th }}$ particular solutions of the $\beta^{\text {th }}$ virtual node in the dual interpolation element, respectively.

### 3.2. Second-layer interpolation for virtual nodes

The potentials $u$ and normal fluxes $q$ of virtual points in Eq. (9) and (10) are approximated by those of source points. Here, we employ the HMLS approximation to obtain the $u$ and $q$ of virtual points. It should be noted that the particular solutions $\hat{u}_{n}$ and $\hat{q}_{n}$ of virtual points are known. Thus, only $u$ and $q$ of virtual points are approximated as follows:
$u\left(Q_{\beta}^{v}\right)=\sum_{I=1}^{N_{P}} \phi_{I}^{u u} u\left(Q_{I}^{s}\right)+\sum_{I=1}^{N_{P}} \phi_{I}^{u q} q\left(Q_{I}^{s}\right)$,
$q\left(Q_{\beta}^{v}\right)=\sum_{I=1}^{N_{P}} \phi_{I}^{q u} u\left(Q_{I}^{s}\right)+\sum_{I=1}^{N_{P}} \phi_{I}^{q q} q\left(Q_{I}^{s}\right)$,
where $N_{p}$ is the number of source nodes located in the influence domain of the virtual node $Q_{\beta}^{v}, u\left(Q_{I}^{s}\right)$ and $q\left(Q_{I}^{s}\right)$ are the potential and normal flux of source node $Q_{I}^{s}, \phi_{I}^{u u}\left(x^{v}, y^{v}\right), \phi_{I}^{u q}\left(x^{v}, y^{v}, n^{v}\right), \phi_{I}^{q u}\left(x^{v}, y^{v}\right)$, and $\phi_{I}^{q q}\left(x^{v}, y^{v}, n^{v}\right)$ are the HMLS interpolation shape functions, which are available in literatures [20] and [23].

## 4. DRM with dual interpolation boundary face method for Poisson equation

In this section, we will employ the dual interpolation elements to discretize the boundary integral equation formulated by Eq. (6), and use the HMLS approximation to condense the degrees of freedom for virtual nodes.

### 4.1. Discretization of the BIE by dual interpolation elements

In the following sections, the symbols $N E, N S, N V$, and $N M$ denote the numbers of elements, source nodes, virtual nodes and field nodes, respectively. In our method, the boundary integral equations are only collocated at the source nodes. Therefore, the discretized form of Eq. (6) is as follows:

$$
\begin{align*}
& \sum_{j=1}^{N E} \sum_{k=1}^{M^{j}} h_{i j}^{k} u_{j}^{k}-\sum_{j=1}^{N E} \sum_{k=1}^{M^{j}} g_{i j}^{k} q_{j}^{k}=\sum_{n=1}^{N R} \alpha_{n}\left(\sum_{j=1}^{N E} \sum_{k=1}^{M^{j}} h_{i j}^{k} \hat{u}_{j n}^{k}-\sum_{j=1}^{N E} \sum_{k=1}^{M^{j}} g_{i j}^{k} \hat{q}_{j n}^{k}\right) \\
& , i=1,2, \ldots, N S \tag{15}
\end{align*}
$$

with
$h_{i j}^{k}=\int_{\Gamma_{j}} q^{*} N_{j}^{k} d \Gamma+\frac{1}{2} \delta_{i j}^{k}$,
$g_{i j}^{k}=\int_{\Gamma_{j}} u^{*} N_{j}^{k} d \Gamma$,
and
$\delta_{i j}^{k}=\left\{\begin{array}{l}1, \text { if the } i^{\text {th }} \text { source node is the } k^{\text {th }} \text { source node in the } j^{\text {th }} \text { element } \\ 0\end{array}\right.$
where $u_{j}^{k}$ and $q_{j}^{k}$ are the potential and the normal flux of the $k^{\text {th }}$ interpolation node of the $j^{\text {th }}$ element, $\hat{u}_{j n}^{k}$ and $\hat{q}_{j n}^{k}$ are the values of $n^{\text {th }}$ particular solutions at the $k^{\text {th }}$ interpolation node of the $j^{\text {th }}$ element, respectively, $M^{j}$ denotes the number of interpolation nodes of the $j^{\text {th }}$ element, and $N_{j}^{k}$ represents the shape function of the first-layer interpolation for the $k^{\text {th }}$ interpolation node of the $j^{\text {th }}$ element. Eq. (15) can be given in the matrix form
$\mathbf{H u}-\mathbf{G q}=\sum_{n=1}^{N R} \alpha_{n}\left(\mathbf{H} \hat{\mathbf{u}}_{n}-\mathbf{G} \hat{\mathbf{q}}_{n}\right)$,
where $\mathbf{H}$ and $\mathbf{G}$ are $N S \times N M$ coefficient matrices, $\mathbf{u}$ and $\mathbf{q}$ are $N M \times 1$ vectors containing the potentials and the normal fluxes of all field nodes, $\hat{\mathbf{u}}_{n}$ and $\hat{\mathbf{q}}_{n}$ are $N M \times 1$ vectors corresponding to the $n^{\text {th }}$ particular solution, respectively. As we can see, Eq. (19) is unsolvable since the coefficient matrices are not square. We will employ the second-layer interpolation to make it solvable, which will be described in detail in the next section.

### 4.2. Condensation of degrees of freedom for virtual nodes by HMLS approximation

Differentiating the source and virtual nodes in Eq. (19), we obtain:

$$
\begin{align*}
& {\left[\begin{array}{ll}
\mathbf{H}^{s s} & \mathbf{H}^{s v}
\end{array}\right]\left\{\begin{array}{l}
\mathbf{u}^{s} \\
\mathbf{u}^{v}
\end{array}\right\}-\left[\begin{array}{ll}
\mathbf{G}^{s s} & \mathbf{G}^{s v}
\end{array}\right]\left\{\begin{array}{l}
\mathbf{q}^{s} \\
\mathbf{q}^{v}
\end{array}\right\}=\sum_{n=1}^{N R}} \\
& \alpha_{n}\left(\left[\begin{array}{ll}
\mathbf{H}^{s s} & \mathbf{H}^{s v}
\end{array}\right]\left\{\begin{array}{l}
\hat{\mathbf{u}}_{n}^{s} \\
\hat{\mathbf{u}}_{n}^{v}
\end{array}\right\}-\left[\begin{array}{ll}
\mathbf{G}^{s s} & \mathbf{G}^{s v}
\end{array}\right]\left\{\begin{array}{l}
\hat{\mathbf{q}}_{n}^{s} \\
\hat{\mathbf{q}}_{n}^{v}
\end{array}\right\}\right), \tag{20}
\end{align*}
$$

where $\mathbf{u}^{s}$ and $\mathbf{q}^{s}$ are the $N S \times 1$ potential and normal flux vectors for the source nodes, $\mathbf{u}^{v}$ and $\mathbf{q}^{v}$ are the $N V \times 1$ vectors corresponding to the virtual nodes, $\hat{\mathbf{u}}_{n}^{s}, \hat{\mathbf{q}}_{n}^{s}, \hat{\mathbf{u}}_{n}^{v}$ and $\hat{\mathbf{q}}_{n}^{v}$ are the $n^{\text {th }}$ particular solution vectors for the source and virtual nodes, and $\mathbf{H}^{s s}, \mathbf{G}^{s s}, \mathbf{H}^{s v}$, and $\mathbf{G}^{s v}$ are the $N S \times N S$, $N S \times N S, N S \times N V, N S \times N V$ coefficient matrices, respectively.

First, we handle the left-side of Eq. (20). The vectors $\mathbf{u}^{\nu}$ and $\mathbf{q}^{\nu}$ can be recast according to the boundary condition:
$\mathbf{u}^{v}=\overline{\mathbf{u}}^{v}+\tilde{\mathbf{u}}^{v}$,
$\mathbf{q}^{v}=\overline{\mathbf{q}}^{v}+\overline{\mathbf{q}}^{v}$,
where $\overline{\mathbf{u}}^{v}, \widehat{\mathbf{u}}^{v}, \overline{\mathbf{q}}^{v}$, and $\widehat{\mathbf{q}}^{v}$ are the known and unknown potentials and normal fluxes of the virtual nodes, respectively.

Each unknown potential and normal flux in $\widetilde{\mathbf{u}}^{v}$ and $\widetilde{\mathbf{q}}^{v}$ can be approximated using HMLS approximation defined by Eqs. (13) and (14). As a result, $\widetilde{\mathbf{u}}^{v}$ and $\widehat{\mathbf{q}}^{v}$ can be expressed as follows:
$\widehat{\mathbf{u}}^{v}=\boldsymbol{\Phi}_{u u}^{v s} \mathbf{u}^{s}+\boldsymbol{\Phi}_{u q}^{v s} \mathbf{q}^{s}$,


Fig. 2. Poisson equation on an ellipse: (a) geometric model and (b) the distribution of inner nodes.
$\widehat{\mathbf{q}}^{v}=\boldsymbol{\Phi}_{q u}^{v s} \mathbf{u}^{s}+\boldsymbol{\Phi}_{q q}^{v s} \mathbf{q}^{s}$,
where $\boldsymbol{\Phi}_{u u}^{v s}, \boldsymbol{\Phi}_{u q}^{v s}, \boldsymbol{\Phi}_{q u}^{v s}$, and $\boldsymbol{\Phi}_{q q}^{v s}$ are shape function matrices obtained by the HMLS approximation (section 3.2).

Combining Eqs. (20)—(24), we can obtain:

$$
\begin{align*}
& \mathbf{H}^{s} \mathbf{u}^{s}-\mathbf{G}^{s} \mathbf{q}^{s}-\mathbf{b}^{v}=\sum_{n=1}^{N R} \\
& \alpha_{n}\left(\left[\begin{array}{ll}
\mathbf{H}^{s s} & \mathbf{H}^{s v}
\end{array}\right]\left\{\begin{array}{c}
\hat{\mathbf{u}}_{n}^{s} \\
\hat{\mathbf{u}}_{n}^{v}
\end{array}\right\}-\left[\begin{array}{ll}
\mathbf{G}^{s s} & \mathbf{G}^{s v}
\end{array}\right]\left\{\begin{array}{c}
\hat{\mathbf{q}}_{n}^{s} \\
\hat{\mathbf{q}}_{n}^{v}
\end{array}\right\}\right), \tag{25}
\end{align*}
$$

with
$\mathbf{H}^{s}=\mathbf{H}^{s s}+\mathbf{H}^{s v} \boldsymbol{\Phi}_{u u}^{v s}-\mathbf{G}^{s v} \boldsymbol{\Phi}_{q u}^{v s}$,
$\mathbf{G}^{s}=\mathbf{G}^{s s}+\mathbf{G}^{s v} \boldsymbol{\Phi}_{q q}^{v s}-\mathbf{H}^{s v} \boldsymbol{\Phi}_{u q}^{v s}$,
$\mathbf{b}^{v}=-\mathbf{H}^{s v} \overline{\mathbf{u}}^{v}+\mathbf{G}^{s v} \overline{\mathbf{q}}^{v}$.
Then, we arrange the right-side of Eq. (25). The vectors $\hat{\mathbf{u}}_{n}^{s}, \hat{\mathbf{q}}_{n}^{s}, \hat{\mathbf{u}}_{n}^{v}$ and $\hat{\mathbf{q}}_{n}^{v}$ are all evaluated by using the $n^{\text {th }}$ particular solution. Thus, there
is no need to use the second-layer interpolation to obtain $\hat{\mathbf{u}}_{n}^{v}$ and $\hat{\mathbf{q}}_{n}^{v}$. Expanding the right-side of Eq. (25) as follows

$$
\begin{align*}
& \sum_{n=1}^{N R} \alpha_{n}\left(\left[\begin{array}{ll}
\mathbf{H}^{s s} & \mathbf{H}^{s v}
\end{array}\right]\left\{\begin{array}{l}
\hat{\mathbf{u}}_{n}^{s} \\
\hat{\mathbf{u}}_{n}^{v}
\end{array}\right\}-\left[\begin{array}{ll}
\mathbf{G}^{s s} & \mathbf{G}^{s v}
\end{array}\right]\left\{\begin{array}{l}
\hat{\mathbf{q}}_{n}^{s} \\
\hat{\mathbf{q}}_{n}^{v}
\end{array}\right\}\right) \\
& =\sum_{n=1}^{N R} \alpha_{n}\left(\mathbf{H}^{s s} \hat{\mathbf{u}}_{n}^{s}+\mathbf{H}^{s v} \hat{\mathbf{u}}_{n}^{v}-\mathbf{G}^{s s} \hat{\mathbf{q}}_{n}^{s}-\mathbf{G}^{s v} \hat{\mathbf{q}}_{n}^{v}\right) \tag{29}
\end{align*}
$$

If each of the vectors $\hat{\mathbf{u}}_{n}^{s}, \hat{\mathbf{u}}_{n}^{v}, \hat{\mathbf{q}}_{n}^{s}$ and $\hat{\mathbf{q}}_{n}^{v}$ is considered to be one column of the matrices $\hat{\mathbf{U}}^{s}, \hat{\mathbf{U}}^{v}, \hat{\mathbf{Q}}^{s}$ and $\hat{\mathbf{Q}}^{v}$, respectively, then Eq. (25) may be rewritten into
$\mathbf{H}^{s} \mathbf{u}^{s}-\mathbf{G}^{s} \mathbf{q}^{s}-\mathbf{b}^{v}=\left(\mathbf{H}^{s s} \hat{\mathbf{U}}^{s}+\mathbf{H}^{s v} \hat{\mathbf{U}}^{v}-\mathbf{G}^{s s} \hat{\mathbf{Q}}^{s}-\mathbf{G}^{s v} \hat{\mathbf{Q}}^{v}\right) \boldsymbol{\alpha}$.
The right-hand side of Eq. (30) is thus a known vector. Writing this equation as
$\mathbf{H}^{s} \mathbf{u}^{s}-\mathbf{G}^{s} \mathbf{q}^{s}=\mathbf{b}_{0}$,
where
$\mathbf{b}_{0}=\left(\mathbf{H}^{s s} \hat{\mathbf{U}}^{s}+\mathbf{H}^{s v} \hat{\mathbf{U}}^{v}-\mathbf{G}^{s s} \hat{\mathbf{Q}}^{s}-\mathbf{G}^{s v} \hat{\mathbf{Q}}^{v}\right) \boldsymbol{\alpha}+\mathbf{b}^{v}$.
Finally, applying the boundary conditions to Eq. (31) results in the following form:
$\left\{\begin{array}{ll}\overline{\mathbf{H}}^{s} & \hat{\mathbf{H}}^{s}\end{array}\right\}\left\{\begin{array}{l}\overline{\mathbf{u}}^{s} \\ \widetilde{\mathbf{u}}^{s}\end{array}\right\}=\left\{\begin{array}{ll}\overline{\mathbf{G}}^{s} & \hat{\mathbf{G}}^{s}\end{array}\right\}\left\{\begin{array}{l}\overline{\mathbf{q}}^{s} \\ \overrightarrow{\mathbf{q}}^{s}\end{array}\right\}+\mathbf{b}_{0}$,


Fig. 7. Square membrane submitted to variable domain loading: (a) geometric features and (b) the distribution of internal nodes.


Fig. 3. Comparison of convergence for $u_{I}$ in the first example.


Fig. 4. Comparison of convergence for $q$ in the first example.


Fig. 5. Comparison of computational efficiency for $q$ in the first example.


Fig. 6. Comparison of accuracy for $q$ along the boundary for the first example.


Fig. 8. Comparison of convergence for $u_{B}$ in the second example.


Fig. 9. Comparison of convergence for $q$ in the second example.


Fig. 10. Comparison of computational efficiency for $q$ in the second example.


Fig. 11. Comparison of accuracy for $u$ along the line $y=1$ in the second example.


Fig. 12. Comparison of accuracy for $q$ along the line $x=0$ in the second example.


Fig. 13. Poisson equation on a complex structure with multiple short edges.


Fig. 14. Comparison of convergence for $q$ in the third example.
where $\overline{\mathbf{u}}^{s}, \widetilde{\mathbf{u}}^{s}, \overline{\mathbf{q}}^{s}$, and $\widetilde{\mathbf{q}}^{s}$ are the known and unknown potentials and normal flux vectors for the source nodes, and $\overline{\mathbf{H}}^{s}, \widetilde{\mathbf{H}}^{s}, \overline{\mathbf{G}}^{s}$, and $\widetilde{\mathbf{G}}^{s}$ are the coefficient matrices, respectively. Eq. (33) describes a system of linear equations:
$\mathbf{A x}=\mathbf{b}$,
in which
$\mathbf{A}=\left\{\begin{array}{ll}\widetilde{\mathbf{H}}^{s} & \widehat{\mathbf{G}}^{s}\end{array}\right\}, \mathbf{x}=\left\{\begin{array}{l}\overline{\mathbf{u}}^{s} \\ \widehat{\mathbf{q}}^{s}\end{array}\right\}, \mathbf{b}=\overline{\mathbf{G}}^{s} \overline{\mathbf{q}}^{s}-\overline{\mathbf{H}}^{s} \overline{\mathbf{u}}^{s}+\mathbf{b}_{0}$,
where $\mathbf{A}$ is a $N S \times N S$ coefficient matrix, $\mathbf{x}$ is a $N S \times 1$ boundary vector of unknowns only for the source nodes, and $\mathbf{b}$ is a $N S \times 1$ known vector.

The size of Eq. (34) is identical to that in the traditional DRBEM with discontinuous elements, while the proposed method can achieve higher accuracy by improving the interpolation accuracy of boundary elements.


Fig. 15. Comparison of computational efficiency for $q$ in the third example.


Fig. 16. Comparison of accuracy for $q$ along the straight line $A B$ in the third example.


Fig. 17. Comparison of accuracy for $q$ along the curve $B C$ in the third example.

## 5. Numerical examples

Four numerical examples are used to illustrate the superiority of the proposed method for solving the Poisson equation. The earlier three examples which possess analytical solutions are given to testify the accuracy and efficiency of the presented method. The last practical numerical example is without analytical solution and designed to attest the practicability of current approach. Both the third and fourth examples highlight the advantages of our method to handle complex structures with small feature sizes.

The relative error is used to study error estimation and convergence of the proposed method and defined as follows:
error $=\frac{1}{\left|v^{(e)}\right|_{\max }} \sqrt{\frac{1}{M} \sum_{i=1}^{M}\left[v_{i}^{(e)}-v_{i}^{(n)}\right]^{2}}$,
where $\left|v^{(e)}\right|_{\text {max }}$ is the maximum value of the exact solution over $M$ sample points, and superscripts $e$ and $n$ denote the exact and numerical solutions, respectively. In the following numerical examples, the radial basis functions ATPS are employed in both conventional DRBEM and current approach. The symbols Err_ $u_{B}, E r r_{-} u_{I}$ and $E r r_{-} q$ denote the relative errors for $u$ of boundary nodes, internal nodes and $q$ of boundary nodes, respectively. Furthermore, the symbols "DRBEM-S1" and "DRBEM-S3" denote conventional DRBEM with discontinuous constant and quadratic elements, "Current approach-S1" and "Current approach-S3" denote current approach with dual interpolation constant and quadratic elements, respectively.

### 5.1. Ellipse

The first example is the Poisson equation in the form of
$\nabla^{2} u=-x^{2}$
on the ellipse [6] depicted in Fig. 2 (a) with a semi-major axis $a=2$ and a semi-minor axis $b=1$, and $u$ is the potential. The boundary condition $u=0$ is specified along the boundary. The analytical solution of potential $u$ corresponding to the above problem is given by:
$u(x, y)=-\frac{1}{246}\left(50 x^{2}-8 y^{2}+33.6\right)\left(\frac{x^{2}}{4}+y^{2}-1\right)$,
which satisfies the Eq. (36) and boundary condition. The exact solution of normal flux $q$ can be obtained by
$q(x, y, n)=\frac{\partial u}{\partial x} n_{x}+\frac{\partial u}{\partial y} n_{y}$,
where $n_{x}$ and $n_{y}$ are components of the outward normal of the boundary.
This simple example is given to attest the high accuracy and efficiency of the proposed method. The physical variables and particular solutions on the boundary are approximated by discontinuous constant and quadratic elements and in traditional DRBEM and dual interpolation S1and S3 elements in our method. Furthermore, 131 internal nodes are used as shown in Fig. 2 (b). With the increasing numbers of source points, Fig. 3 and 4 plot the convergence for Err_ $u_{I}$ and Err_q, Fig. 5 presents the computational efficiency of traditional DRBEM and our method, respectively. Furthermore, Fig. 6 shows the numerical and exact results of $q$ along half of boundary with 60 source nodes and the abscissa is the angle $\theta$ shown in Fig. 2 (a).

As it may be observed from Fig. 3 to 5, when employing the same number of source points, the proposed method with dual interpolation S1 and S3 elements yields higher accuracy and efficiency than traditional DRBEM with discontinuous constant elements, and the formers process faster convergence rate than conventional DRBEM with discontinuous quadratic elements. Furthermore, the proposed method with S3 elements achieves higher efficiency than it with S1 elements. As a result, the proposed method attains higher accuracy and faster convergence rate than the traditional DRBEM. The reason is that the accuracy of interpolation for boundary physical variables and particular solutions in our method are higher than the traditional DRBEM.


Fig. 18. Steady heat transfer problem of a goblet with thin walls.


Fig. 19. Comparison of accuracy for $u$ along the curve $m n$ in the fourth example.

### 5.2. Square membrane

To testify the power of the proposed method to handle complex source term in the Poisson equation, a square membrane [10] subjected
to variable domain force is analyzed. The size information is shown in Fig. 7 (a) and the domain force is $p(x, y)=\frac{x}{L} \cos \frac{\pi y}{L}$, so the governing equation is as follows:
$\nabla^{2} u=-\frac{x}{L} \cos \frac{\pi y}{L}$.
Here, we choose $L=1.0$. In this problem, the boundary conditions are given by
$\left\{\begin{array}{l}u=0, \text { for } x=0 \text { and } x=1 \\ \frac{\partial u}{\partial n}=0, \text { for } y=0 \text { and } y=1\end{array}\right.$.
The analytical solution for $u$ can be found in [10], but it misses a minus "-". Thus, the exact solution is corrected into
$u=-\left[\frac{L}{\pi^{2} \sinh (\pi)} \sinh \frac{\pi x}{L}-\frac{x}{\pi^{2}}\right] \cos \frac{\pi y}{L}$.
The exact normal derivative $q$ is obtained by Eq. (38).
The physical variables and particular solutions on all edges are also approximated by constant and quadratic elements in two different methods, and 225 internal nodes are introduced as depicted in Fig. 7 (b). The relative errors for the boundary unknowns $u_{B}$ and $q$ are shown in Fig. 8 and 9, and the CPU time is plotted in Fig. 10, respectively. Moreover, the Fig. 11 and 12 present the comparisons of $u$ and $q$ along the lines $y=1$ and $x=0$ with 60 source nodes, respectively.

As shown in Fig. 8 to 12, the proposed method yields higher accuracy and faster convergence rate than the traditional DRBEM when using the same number of source points, for the same reason in the prior example.


Fig. 20. Temperature distribution: (a) Current approach with 128 source points, (b) FEM with 464,362 nodes.

### 5.3. Complex structure with short edges

Our third example is the Poisson equation in the form of
$\nabla^{2} u=x+y$
on a complex structure with multiple short edges shown in Fig. 13. The dimensions of this structure are given by $a=3.0, b=3.5, c=6.0$ and $d=10.8$. The Dirichlet boundary conditions are specified on all edges corresponding to the following analytical solution
$u=-\frac{5}{6}\left(x^{3}+y^{3}\right)+3\left(x^{2} y+x y^{2}\right)+2(x-y)$,
This example is presented to highlight the superiority of the proposed method to handle complex structures even with small feature sizes. Constant elements are adopted to approximate the physical variables and particular solutions in two different numerical methods. In this example, there are two points that should be noted. First, the internal node is not necessary due to the ATPS approximation scheme is exact when the non-homogeneous term of the Poisson equation is a linear function. Second, only one source point is allocated on each of the short edges in Fig. 13.

Fig. 14 and 15 show the comparisons of accuracy and efficiency for traditional DRBEM and our method with the increasing numbers of source points on the boundary except the short edges, respectively. To demonstrate the higher accuracy of our method clearly, the normal flux $q$ along the straight line $A B$ and curve BC obtained by two numerical methods with 98 source nodes and the analytical solution are plotted in Fig. 16 and 17, respectively.

As observed between Fig. 14 and 17, the rate of convergence and accuracy of our method are visibly higher than those of conventional DRBEM. The main reason is that the interpolation accuracy of the S1 element on each short edge in our method increases by two orders compared with the constant element in traditional DRBEM. As a result, the $q$ on the short edge $A B$ is approximated exactly in our method as shown in Fig. 16. This example testifies the proposed method is clearly superior to conventional DRBEM when solving for complex structure with small feature sizes.

### 5.4. Steady heat transfer problem of a goblet with thin walls

Our last example is a steady heat transfer problem with unit heat source of a goblet filled with $90^{\circ} \mathrm{C}$ water as shown in Fig. 18, and the corresponding Poisson equation is as follows
$\nabla^{2} u=1$.
The sizes of this goblet and boundary conditions are shown in Fig. 18. Here, we chose a coefficient of heat conduction for the goblet of $k=7.6$ $\mathrm{W} /(\mathrm{m} \cdot \mathrm{K})$. The temperature of the inner faces $\Gamma_{u}$ of the goblet is $90^{\circ} \mathrm{C}$. The outside faces $\Gamma_{r}$ of the goblet are exposed to the air. Thus, the convection boundary conditions (i.e., Robin boundary conditions) are considered as follows:
$q=h\left(u-u_{b}\right)$,
where $q$ and $u$ are the heat flux and temperature on the outside faces, respectively, $h$ is the convection coefficient, and $u b$ is the ambient temperature. We chose $h=0.8$ and $u b=23^{\circ} \mathrm{C}$.

Similarly, all the physical variables and particular solutions are approximated by constant elements. Again, the internal node is not necessary and only one source point is allocated on each of the short edges in Fig. 18.

Here, we employ 128 source points in the conventional DRBEM and current approach. The reference solution is obtained by the Finite Element Method (FEM) with 464,362 nodes. Fig. 19 shows the results of temperature $u$ along the red curve mn in Fig. 18. The temperature distribution in whole domain is shown in Fig. 20. As observed from Fig. 19 and 20, the numerical results obtained by current approach are indistinguishable from the reference solution, while the results from traditional DRBEM are inaccurate. This example highlights the superiority of our method to solve practical problem which is without exact solution.

## 6. Discussion and conclusions

In this paper, the DRM has been enhanced by coupling the dual interpolation boundary face method. In this new combined algorithm, the boundary physical variables and particular solutions are approximated by dual interpolation elements which improve the interpolation accuracy by two orders, compared with traditional discontinuous elements. Furthermore, we use ATPS as the radial basis function in the DRM for providing a non-singular interpolation matrix and exactly approximating the constant or linear function of the source term. Additionally, we employ the Hermite-type approximation as the second-layer interpolation because of its high accuracy and superiority to dispose structures with small feature sizes. As a result, compared with the conventional DRBEM, the proposed method can achieve higher accuracy and efficiency and is better suitable to solve for structures with small feature sizes. All presented numerical examples demonstrate the accuracy and efficiency of our method, when it solves Poisson equation with different types of boundary condition.

We just study the performance of the proposed method, when it applies to two-dimensional Poisson equation. In future work, we plan to extend the range of applicability of the method to the three-dimensional case and other non-homogeneous partial differential equations.
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